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Samira T. Piletska'
FORECASTING OF RISKS EFFECT ON PRODUCT PROFITABILITY
BY MEANS OF NARX NEURAL NETWORK

The paper proposes the use of NARX neural network of forecasting the impact of foreign eco-
nomic contract risks on the profitability of an aircraft factory. Levenberg-Marquardt method
serves as an optimization technique for quality function. This approach allows minimizing the neg-
ative impact of risks on the effectiveness of foreign economic activity of an aircraft factory.
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Camipa T. ITinenpka
ITPOI'HO3YBAHHA{ BIIJIMBY PU3UKIB HA PEHTABEJIBHICTD
MPOAYKIIII 13 BATYYEHHAM HEMPOHHOI MEPEXI NARX

Y cmammi  3anpononosano  npoéedeHHsi  NPOCHO3YBAHHA  6NAUGY  DPUSUKIE
306HIUIHbOCKOHOMIMHO20 KOHMPAKmMy Ha penmabeivhicmv npoOyKuii npomuci06020
asianionpuemcmea i3 3aayuenuam Hetiponnoi mepexci NARX. Memodom onmumizauyii
dyuxuionasa axocmi eucmynae memoo Jleeenoepea-Mapreapoma. Le 00360.aumo minimizyeamu
He2amueHuil 6nAue PU3UKi6 HA e(eKmueHiCIb 306HIWHb0CKOHOMIMHOT OIAAbHOCHIL RPOMUCA08020
asianionpuemcmea.
Karouosi caosa: xowmpaxkm; penmabenvricmv NpoOyKuyii; puszuk, NpoeHO3Y8AHHS, HEUPOHHI
Mmepeduci.
Dopm. 6. Taba. 3. Puc. 3. Jlim. 13.

Camupa T. ITunenkas
ITPOI'HO3UPOBAHUME BJINAHUWS PUCKOB HA PEHTABEJIbBHOCTD
MMPOAYKIIMMH C ITPUBJIEYEHUEM HEMPOHHOU CETU NARX

B cmamve npedaoxceno  nposedenue - npocHO3UPOBAHUS  GAUAHUSL  PUCKOG
GHEWHeIKOHOMUUECK020 KOHMPAKMA HA pPeHmabeabHoCmv NPoOyKuyuu npoMbLUAEHHO2O0
asuanpeonpuamus ¢ npueaeuenuem Heiiponnoi cemu NARX. Memooom onmumuzauyuu
dyuxuuonasa xauwecmea evicmynaem memod Jlesenbepea-Mapxeapoma. Imo noseoaum
MUHUMU3UPOBAMb HE2AIMUBHOE BAUAHUE PUCKO8 HA IdheKmueHocms GHEUHeIKOHOMUHECKOU
0esimeabHOCIU NPOMBLULIEHHO20 ABUANDeONnPUAINUSL.
Karouesvie caosa: konmpaxm; peHmabeabHOCMb NPOOYKYUU; PUCK, NPOCHO3UPOBAHUE; HeliPOHHbLE
cemu.

Problem statement. Financial mechanism of foreign trade is a set of specific
financial techniques and instruments, as well as regulatory and informational provi-
sion, by which export-import contracts and agreements are effectively implemented
and relevant international bank payments and movement of financial flows are car-
ried out, thus increasing financial independence of a company (Piletska, 2010). The
key tool in foreign trade is a foreign trade contract, through which the methodologi-
cal components emerge, depending on the level of organization. Economic efficien-
cy of contracts is largely affected by risks, the minimization of which can improve the
efficiency of an enterprise foreign trade. Performance of a contract is determined by
such indicator as the profitability of foreign trade contract, the forecasting of which
reduces negative risk consequences.

Recent research and publications analysis. Important contribution to the study of
the levels of risk forecasting was made by such scholars as N. Balabanov (1996),
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V. Vitlinskiy and P. Velikoivanenko (2004), M. Vnukova and V. Smoliak (2003),
J. von Neumann and O. Morgenshtein (1970), N. Podolchak (2002), B. Raysberg et
al. (2004) and others. These and other researchers explored the essence of the "risk"
concept, classified risks, developed the methods for their evaluation and forecasting
etc.

Unresolved issues. Nevertheless, there remain insufficiently developed issues of
neural network assisted forecasting of external contract risks influence on the per-
formance of an aircraft factory.

The research objective is to develop the models for forecasting the impact of
external economic contract risks on the profitability of an aircraft factory applying the
NARX neural network.

Key research findings. To determine the impact of external contract risks on the
profitability of an aircraft factory the nonlinear autoregressive model with exogenous
inputs (NARX) is used.

Figure 1 shows the architecture of a generalized recurrent network based on mul-
tilayer perceptron. This model has a single input, which adapts to the memory of
delay lines, consisting of g elements; also this model has a single u(n) output, closed
with the input through the memory delay lines consisting of g elements as well. The
content of these two memory blocks is used to supply the perceptron input layer.
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Figure 1. Architecture of nonlinear autoregressive model
with exogenous inputs (NARX) (Haykin, 2006)

Since one of the important features of any neural network is the ability to gener-
alize knowledge, neural network performs exercise on a set of training samples while
it generates the expected results in the view of its input data pertaining to the same set
but not participating in the learning process.
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In the process of selecting the training data, information on the number of areas,
among which this data is distributed, plays an important role.

If the maximum number of domains, into which N’ dimensional space is allo-
cated by n” hyperplanes, is indicated as R’(n”’,N’); then:

o
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If the problem to be solved consists of m” classes of data, the selection of the
minimum number of neurons must be performed so as to simultancously fulfill the
following requirements:

R(n",N")=zm" and R'(n"-1,N")<m". 3)

Determination of the number of neurons in each layer of neural network permits

not only to determine the number of domains, but also the number of segments of
hyperplanes, which restrict these domains (Figure 2). It should be noted, that the

assessment of the number of hyperplanes' segments is quite important for the deter-
mination of the size of the set of training sample.

Figure 2. lllustration of the way to create neural network hyperplanes
and data domains (Kalinina, 2009)

According to the Kolmogorov-Arnold-Hecht-Nielsen theorem (Kizim et al.,
2006) it is possible to determine the required quantity of synaptic weights in a multi-
layer network:
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where n’ is the input signal dimension; m’ is the output signal dimension; N’ is the
number of elements in a training set.
The number of neurons in the hidden L” layers can be defined as follows:

Lw

L"=— -,
n'+m
where L” is the number of neurons in hidden layers of a neural network.
After defining the neural network architecture, the network initialization process
and data pre-processing are performed. Initialization of a network is carried out by
using initialization functions, each possessing its own name and assigning appropri-
ate values to the elements of the weights matrix and to the components of the dis-
placement vector of each layer.
Before the neural network training, the normalization of input vectors is per-
formed, which permits transforming them into unit vectors in accordance with the
following expression:

(6))
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where u(n’)* and y(n’)* are normalized current values of the input and output signals.

Determination of the signal error e(n’ + 1) is done by subtracting the estimate
y(n'+1) from y(n’ + 1). To reduce this value, a proper method of teaching neural net-
work, i.e. the optimization method of functional quality, must be thoroughly select-
ed.

It should be noted, that stochastic algorithms require a relatively large number of
training steps, and in global optimization algorithms in the absence of a priori infor-
mation about the nature of objective function the search difficulty increases expo-
nentially with the increase of dimensionality of the problem to be solved. Conjugate
gradient method is very sensitive to the accuracy of calculations. In the method,
which takes into account the negative gradient direction, and the method, which
includes calculation of the Hesse matrix at several steps of the algorithm, the number
of additional variables also increases, making it difficult to use them for training fair-
sized neural networks. Therefore, to find the optimum functional quality in multilay-
er networks the methods of Gauss-Newton and Levenberg-Marquardt are often used.
But the method of Levenberg-Marquardt serves as a combination of a simple gradi-
ent method and the Gauss-Newton method, allowing removal of their main draw-
backs (Ranganatan, 2004).

Thus, forecasting the risk exposure of foreign economic contract profitability of
an aircraft factory assisted by the NARX neural network, with Levenberg-Marquardt
method as an optimization technique of quality function, leads to a more reliable
result.

Formal assessment of the degree of neural network training can be performend
using the error function, error-based indicators of which are used to draw conclusions
on the quality of network debugging so as to solve the problem set. That is, function
errors serve as a criterion for the neural network training. Quite often the following
quality criteria are used: the sum of squared deviations, mean square error (MSE),
combined error, mean absolute error (MAE).
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It should be noted, that the mean square error of training samples should not
exceed the value of the tested one.

G.V. Prysenko and Y.I. Pavikovich (2005) stress that the indicators of the root-
mean square error (RMSE) and of the mean absolute percentage error (MAPE) in
percentage permit to determine the overall adequacy of the model (Table 1).

Table 1. Determination of the overall adequacy of the model
(Prysenko and Pavikovich, 2005)

RMSE, MAPE Forecasting accuracy
Less 10% High
10-20% Good
20—40% Satisfactory
40-50% Poor

Over 50% Unsatisfactory

Neural network model of forecasting the impact of foreign economic contract
risks on profitability assumes full determinancy of all its elements; the latter charac-
terize the environmental impact on contract fulfillment.

Let's perform the implementation of neural network model for forecasting the
impact of foreign economic contract risks on the profitability of an aircraft factory.

Having determined the overall architecture of the neural network (Figure 2), we
move to the equally important process of creating samples: training, reference and
test set.

To do so, it is necessary to submit the original data of the model as a matrix chart,
which permits building the diagrams of scattering, combining consistently each of the
elements of the model, allowing to accurately determine the number of segments of
hyperplanes.

The next step in the process of building models for forecasting the impact of for-
eign economic contract risks on the profitability of an aircraft factory is to determine
the number of synaptic weights Lw and the number of neurons in the hidden layers L”.

Since a number of input parameters of the developed neural network do not
change with time during the study period, they appear to be white noise. By getting
rid of these input parameters, we significantly reduce the measure of mean square
error of neural network model for forecasting the impact of foreign economic con-
tract risks on profitability of an aircraft factory.

As noted above, the number of input items combines in itself all the elements of
the economic and mathematical model for forecasting the impact of foreign eco-
nomic contract risks on profitability, that is: " =9; m’ = 1; N' = 40.

Based on the existing measures the number of synaptic weights Lw is defined:

ﬂ<LW<1XB4—+1B< (9+1+1)+1,
1+log,40
6 synaptic weights <[Lw <452 synaptic welghts.

Having obtained the calculations of the values of synaptic weights Lw in this

study, the number of neurons in the hidden layers L” is defined:

- at 6 synaptic weights: L" = 941 =0,6 =1 neuron;
+

- at 452 synaptic weights: L" = gij =45,2 =45 neurons.
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The neural network will have one hidden layer of neurons with nonlinear activa-
tion functions, which gives the possibility to approximate nonlinear dependencies,
and the output layer contains 1 neuron with linear activation function, which is nec-
essary to extrapolate dependencies. To simulate the dynamic system, delay lines are
set to the inputs of the neural network.

As noted by V.A. Meshcheryakov (2004), according to Kolmogorov's theorem, a
sufficient number of neurons in a hidden layer should not exceed 2 x Z” +1, where Z”
is the number of delay inputs.

To the input of the model the risk factors for foreign economic contract (proba-
bility of their appearance) are supplied (Table 2), and to the output — the profitabili-
ty of foreign trade contract.

Table 2. Indicators supplied to the input of neural network model,
developed by the author
Risks of foreign trade contract
Risk \ Characteristics

Political and economic risks
The risk of loss due to deterioration of the
political situation in Ukraine
The risk of loss due to deterioration of the| Change of political regime in a counterpart
political situation in a counterpart country | country
The risk of loss due to deterioration of the
economic situation in Ukraine
The risk of loss due to deterioration of the
economic situation in a counterpart country

Contractual risks

The risk of losses due to the type of| Unprofitable choice of the type of payment by

Change of political regime in Ukraine

Economic crisis in Ukraine

Economic crisis in a counterpart country

payment contract
The risk of loss during transportation of | Unprofitable choice of transportation or a delivery
equipment mode

The risk of losses due to the type of
currency by contract

The risk of loss with an increase of the rate
of inflation in Ukraine

Resistance of currency, specified in the contract

Increase of the inflation rate in Ukraine

Delay of payment by contractor under the

The risk of forei s
e Tisk of foreign partner contract or loss of the ability to perform payments

Since the choice of neural network architecture rests on the shoulders of the
developer, the choice is made in favor of a two-layer network with 10 neurons in a hid-
den layer (Figure 3).
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Figure 3. The structure of forecasting of the impact of foreign economic

contract risks on the profitability assisted by NARX nonlinear autoregressive
neural network, constructed by the author
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Normalization of input and output vectors of the model of forecasting the
impact of foreign economic contract risks on profitability is done, thus reducing the
learning process of neural network and narrowing the value of mean square error.

The next step is the training of the designed neural networks. In this case the sum
of quadratic deviations of the network outputs from the actual data is taken for eval-
uation.

Before the developed neural networks start operating, it is necessary to test the
reliability degree of the results of network calculations on a test array of input vectors,
which permits drawing the conclusions on the adequacy of the developed models.

As the test check of the developed neural networks allows recognizing the devel-
oped model as an adequate one, so let's move on to the process of forecasting the out-
put parameters of neural networks (Table 3).

Table 3. Relative errors of the forecasted values of product
profitability by contract, calculated by the author

No Actual value, ratio | Calculated value of profitability, ratio | Relative error, %
1 0.4691 0.2034 20.27
2 0.4793 0.1551 13.50
3 0.4893 0.2360 24.67
4 0.4983 0.2373 19.67
5 0.5148 0.1688 21.44
6 0.5046 0.1768 13.60
7 0.5019 0.2361 16.94
8 0.5249 0.1908 15.18
9 0.5256 0.2813 24.67
10 0.5326 0.1954 16.00
1 0.4954 0.2510 2845

Computation results for the index of product profitability as per foreign eco-
nomic contract, listed in Table 3, indicate that the mean absolute percentage error
(MAPE) does not exceed 20%, and this suggests the adequacy of the developed neu-
ral network model and the quality of forecasting, which can be attributed to the
"good" group.

The following conclusions can be drawn here:

- forecasting the impact of foreign economic contract risks on profitability of an
aircraft factory is suggested to be conducted by means of NARX neural network;

- Levenberg-Marquardt method serves as an optimization technique of quality
function;

- forecasting assisted by NARX neural network will minimize the negative
impact of external contract risks on the performance of an aircraft factory.
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