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Nowadays, convolutional neural networks perform very well in identifying 

objects, but unfortunately, they have very important problems that are very difficult 
to get rid of. 

Convolutional networks use multiple layers of feature detectors. Each feature 
detector is local, so feature detectors are repeated across the space. Pooling gives 
some translational invariance in much deeper layers, but only in a crude way. The 
psychology of shape perception suggests that the human brain achieves translational 
invariance in a much better way. We know that, roughly speaking, the brain has two 
separate pathways, a “from” and “where”. 

Neurons in the “from” pathway respond to a particular type of stimulus 
regardless of where it is in the visual field. Neurons “where” are responsible for 
encoding where things are. As a side note, it is hypothesized that the “from” has a 
lower resolution then “where”. 

The most important thing to admit about the "from" path is that it does not 
know where the objects are without informing the "where" path. If a person's path is 
"damaged," he can determine if there is an object, but cannot track where it is in sight 
and where it is relative to other objects. This leads to simultanagnosia, a rare 
neurological condition in which patients can see only one object at one time.  

And the second problem. Pooling was introduced to reduce the redundancy of 
the presentation and reduce the number of parameters, given that the exact location is 
not important for object detection. However, deep learning engineers have not given 
much thought to routing. Pooling performs routing in a very rough way - for 
example, with maximum pooling, the neuron with the maximum activation is 
selected, and not the one that is most likely related to the task at hand. 

So, this leads to very important problems: 
- poor translational invariance and lack of orientation information  
- severe loss of information on pooling stage. 
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