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— Represented system is for supplying of
2C with data, knowledge and methods needed to
“ ~~~~~ ions in the process of software systems (SS)
. It includes two subsystems: first one is
of requirements specification and
cation to SS, and second is architecture
stem. For requirements specification and
cation formalism of basic protocols method
thaic of expert pairwise comparisons are used.
ection of architecture decisions is represented
d of multi criteria hierarchic optimization,
dified Analytic Hierarchic Process (AHP)
Main units of the system is implemented
red models or software units.
s — decision support system; software system
optimization, requirements to the software

I. INTRODUCTION

pment of modern software products requires
ers to take to account significant amount of
vledge, factors to make effective decisions.
 systems are highly intellectual products, what
ges the process formalization of their design, and
own turn, does not allow to develop and use
tools for these processes. Thus applying of
- methods like mathematical modelling,
on, decision support theory to producing of
f design processes and creation on their basic the
tools for decision support is actual at present.
it is important on the stage of requirements
1 and architecture design because these stages
and correction of wrong decisions made here
zat losses. Nowadays automation systems have
g for design of requirements but it concerns to
d requirements only [1]. Talking about quality
gnis some obstacles appear both during design
ﬁmahzatxon and during requirements
l D!
' 0 solve these problems the SQFD method
‘Quality Function Deployment) was used. In the
system these problems were solved with
formalism of basic protocols method [3] and
#hod of pairwise comparisons matrices.
ndard approaches for design of software
are used. First one consist in characteristics
of selected sample of architecture with
| method [4].
¢ methods of other approach architecture
Eistics are evaluated on the basic of expert
g results. For example, in the ATAM method

Dec1s1on Support System for Software Architect
Alexandr Harchenko', Thor Bodnarchuk? , Iryna Halay'

Aviation University, Kosmonavta Komarova ave. 1, Kyiv, 03058, UKRAINE, E-mail: harchenko_al@voliacable.com
Ivan Pul’uj National Technical University, Ruska str., 56, Ternopil, UKRAINE, E-mail: bodnarchuk.io@gmail.com

(Architecture Trade-Off Analysis Method) the risks that
architecture does not meet conceptual requirements are
evaluated [5]. The conceptual requirement of one
stakeholder in the ATAM method is described with
scenarios. Then alternatives are examined on the subject.
Then the alternatives are analyzed in subject of supporting
each of the scenarios. The disadvantages of both
approaches is the limited number of aspects of software
system use, that can be simulated together, and not
sufficient formalization and high costs.

In represented system quality architecture evaluation is
performed as solving of multi criteria hierarchic
optimization problem [6]. Alternative architectures are
compound with patterns that are stored in the repository
as frames.

Modified algorithm of weight indices calculation is
used what allowed to expand the limits of method
appliance for the cases of big quantity of alternatives
(n>9).

II. THE SYSTEM STRUCTURE AND FUNCTIONALITY

The general look of the system is represented in the
Fig. 1.

The system consists of data warehouse, where
architectural patterns are stored, and program units which
provide data input and their logical processing (OLTP),
and units that perform informative processing - Data
Mining.

DSS e

Optimization | |
Unit

P e g . e 3 ; S ,»j
O | j‘ : Spe"vﬁca ionand | s
] | | ! Communication :—_" |
| . | ¢ iRequirements Unit| A
. | i ks
AT batainout | ) P ] e
operml | g Py T '! [ Architecture .
System | | OwH | Composing Urit | |
| | i L ) i
i § ) (Data : ] i |
o OLTP i ] Warehouse) ! |
i 14
i

1 ; Analysis and
2 ly ‘| Decision Making
: Unit

experis

Plg 1 System structure

A. Unit of requirements and
communication.

This unit is a modification of software complex
represented in [2]. But unlike of that one here for
formalized representation of requirements and for the
process of their communication the formalism of basic
protocols method is used [3]. Specification of

requirements is an aggregate of properties that behavior of

cpecification
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the software system must satisfy. These properties may
be represented using the formalism of basic protocols.

Basic protocol is an expression like Vx(a(u)p) ,

where X is a list of typed parameters, @ and S -

formulas of basic language, # — a process of the protocol.
Formula « is a precondition and formula £ is a
postcondition of basic protocol. The basic protocol is
treated as a formula of temporal logic that express the fact
when (for certain values of parameters) the state of the
system has a markup what satisfy the condition a, so the
process # transfers the system to the state what meets the
demands of condition # . Basic protocols formalize
requirements to the software system. Postcondition
express the state of the system after the execution of basic
protocol. To write down aand f language closed to the
language of specification is used. For definition of
processes the language of algebra of processes is used like
CCS, CSP or languages like UML, MCS or SQL. In [3]
this formalism was used successfully for requirements
verification to telecommunication systems.

In our case precondition & are requirements of quality
of software system, specified in terms of standard
ISO/IEC 25010 and postcondition S is requirements of

quality of software system architecture. The process % is a
process of communication (transformation) of « into S

that is realized by means of expert technic of pairwise
comparisons. Its sense consists in composing of matrix

B (b,j) , where b expresses how the influence of i®

criteria of architecture quality exceeds the influence of j®

criteria on the realization of ™ criteria of software
product quality. From built matrix the weight indices

(=)

Assigning priorities for the quality criteria of software

of architecture quality are calculated.

system P, (s = fr;) we calculate integral weight indices

—_— m
Wi=ZM’:'PS.

5=]

M

And with constraint w; <w, we obtain criteria of
architecture quality that are included in 3.

Using of basic protocols formalism allowed to unify the
notation of @ and A and to simplify programming

process.
B.  Architectures optimisation unit.
The structure chart of selection of architecture decision
with taking to accounting of indices of quality is depicted
on the Fig. 2.
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»n modifyability

v

N
Customer
requirements

O GO

U e

Product quality
(ISO/IEC-25010}
K >

Fig. 2. Hierarchic representation of the Architecture
optimization problem. B

K!',i=1,ml — criteria of quality of software s

according to the standard ISO/IEC 25Qf0;

K oi= I,m2 — criteria of architecture quality;

A, i=1,n —alternative architecture decisions. 4
The list of quality in use criteria is defined by softs :

system developer together with customer and architec

quality indices {Kf} can be defined by means

communication of criteria {K,.’} on the base of §

method with accounting of recommendations of stam
ISO/IEC 25010. 3

It is needed to select such architecture decision f
should optimize the aggregate of criteria {K,'} = { ¢
This is the problem of multicriteria hierarch
optimization and for the solution of such problems
Saaty’s analytical hierarchic process (AHP) is used
often [7]. 3

When AHP is used to solve such problems the w -
indices w, of alternatives (criteria) on each level
calculated by means of matrices of pairwise comparise
which are filled up by experts (here b, defines

supremacy of i™ criteria over /™) .

Indices of matrix must be consistent
b, =w,[w, Vb, e B. Weight indices in this case &
calculated as eigenvector of matrix of pai
comparisons which correspond to maximum characters
number of matrix. But for considerable number
alternatives since influence on the experts of diffe

factors the matrix B(bﬁ) is inconsistent and its rank

differ from one ie. the matrix will have



ues. So why in [6] for solution of problems of
hierarchic decisions making on inconsistent
wes of pairwise comparisons it is proposed to find
weight indices of alternatives on the base of condition

ization of inconsistency for matrix B(b,j ) :

possibility to choose the level of consistency when
ming we introduce the threshold value of
J, and measure of consistency we will write

7 follows

<4,

1

(124

6,20

: 2

o

w,
._'__._bij
w

i

& is given threshold value.
| weight indices w;, which minimize (2) we can
solution of following problem

oA
mmZZ(w ~bw,) S
b} i=1 j=1 '%J:f-’/ (3)
asw Zg, i=f,~n &
boby -, <w, ~b; w, <5, b, wiij=Ln. (4)

oblem (3), (4) is nonlinear programming
and through the change of variables it can be
p the equivalent linear programming problem:

min >3 (5; - %)

i=1 j=1

: w>ali-ln, &)
Wy byW, = ¥y~ ¥y
’i—d-b,,-ijWi—b,j-wjSé’,-bﬁ-wj, ©)

;'y;,y,;. 20,4, j=Ln

givalence of problems (3), (4) and (5), (6)
om the fact that vector of constraints at y,; and

‘bearly dependent and therefor any solution

+

® y; or in y; and therefor the minimum (5)
ads to the minimum (3). For each criterion the

B(B;) is composed, where b shows how i

exceeds /™ in the realization of s™ criterion.
matrices the sets of weight indices

' f.;,s:l—,—’; are defined as solution of the

-
cd

(3), (6). For ranging of alternatives on the set of
is needed to find their priorities. To define the
s of quality indices of architecture {K'} for their
e on the realization of quality indices of software
K ,’} experts fill up the matrix of pairwise

on B’ (b; ) , where the value & defines how the

of criterion K, exceed the influence of criterion

67

K? on the realization of quality criterion K' of software
system. Applying modified AHP we will obtain the sets
of priorities of criteria of architecture quality {f;l‘} ,

i=1m2 , s=1ml . Then the weight of alternate

architecture A4, regarding the realization of criterion of

software system quality K! will be calculated according
to the formula:

m2
15 1s Saash
Ji = E ‘,pj Wi,

=

Q)

—are weight indices defined on the previous stage.
Now we can range the alternatives {4 } according to

the value {J,."} for each s=1ml , ie. the sets of

alternatives will be got {A,.’ ,P" }, s=1,ml.

C. Analisys and decision making unit

To make final decision for the selection of the
alternative architecture .the results outgoing from the
optimization unit are performed. . ; :

Since some groups of specxahsts take part in the
process of software system development with different
priorities for each quality attribute so the priorities for
every group are defined by forming of matrices of
pairwise comparisons, and using AHP the priorities of
criteria {E"}, i=1k2 are found, where sis a number of
group of experts. Compromiée' decision is made as
.- B or as weighted
averaged with taking to accourif the index of competency
for experts group P =P"-P (0,0,
are indices of competency)

To achieve compromise during making the final
decision and as well when the requirements to the
software system is changed during its development the
priorities of quality attributes may be changed. In this

case for correcting of criteria priorities the expression is
used

: * 1 p2
geometric mean F, =yF -F -.

’1 'I

. |J J} 100
i ]w w! P'

3

Here D], . (s= Lm2;i,j =i,7;i¢ j) is minimal
change of the priority Py for the criterion of quality K

that changes the order of adjacent architecture alternatives
A;and A; on reverse. The minimal value of D!, , shows
that the priority P; of the attribute K is critical for the
changes of opinions in pairwise comparisons.

Using Eq. (8) for each criterion K we are available to
find the interval AP, in which experts can correct
priorities P, directly or by changing of values of pairwise

TECH’2013, 16-20 April 2013, Polyana-Svalyava (Zakarpattya), UKRAINE



68

comparisons without changing of order of the ranged
D, =AP,i=lLns=Lk,.

s
If we need to range alternatives regarding to the global
quality of software system, it is necessary to find the

priorities of quality criteria fo software system {132} ,

alternatives D, = min,

i =1,ml with applying of modified AHP.
The weights of alternatives regarding the realization of
global criterion of quality for software system can be
found with following index:
el R
JP=YJr P, i=ln.

5=1

®

Then the index of importance of the alternative A4 on
the set of criteria will be

i=kLn,

(10)

and {4} will be ranged according to the values {,}.

Obtained ranged alternatives regarding to both
individual indices and to their totality on the level of
quality of software system are used to making the final
decision for architecture selection.

I1I. CONCLUSION

Using of proposed system during the software design
Using of the proposed system in the software design will
allow for the use of formal models, repository, ready-
made architectural patterns, and optimization techniques
to improve the quality of software products, reduce
development time and decrease costs.

Applying of the method of communication for quality
requirements will allow reasonably to select quality
criteria of the architecture, and using of the algorithm of
defining of weight indices for the architectures in the
AHP extends margins of method applying for lager

MEMSTECH’2013, 16-20 April 2013, Polyana-Svalyava (Zakarpattya), UKRAINE

quantity of alternatives (» > 9). The technic
architecture composing and using of patterns reposi
gives possibility to wuse affectively ready-z
architectural patterns during selection of optimal decisss
for the wide range of software categories (applications)
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