Optimization of Software Architecture Selection for the System Under Design and Reengineering
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Abstract — The problem of optimization of software system architecture choice is considered taking into account changes of requirements in iterative technologies of design and reengineering. The solution is offered on the base of correction of alternatives’ characteristics which were accounted on previous iteration or modification of existing software system during reengineering. This method prevents recalculations for evaluation and selection process. The method of pairwise substitution is applied for alternatives’ characteristics correction. Its concept lies in compensation on supremacy of criterion change. Multicriteria optimization of substitution is carried out using nonlinear scalar convolution what improves validity of selected decision.
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I. INTRODUCTION

Modern technologies of software systems design, such as extreme programming, SCRUM technics and some other are iterative. Changes into requirements or restrictions can be made during each iteration what cause the changes in corresponding parts of the project including the architecture. Changes of the domain requirements can be made also during software system (SWS) maintenance, what usually leads to changes in software. Thus, the software architecture (SA) should be changed initially because it influences critically onto software system quality. The selection of the architecture is made from the set of alternatives designed on the base of functional requirements from standard components (patterns). The assessments of all quality criteria are calculated for selection of the best variant of architecture. Then on the base of obtained assessments the multicriteria decision making problem of architecture choice is carried out.

The most efficient way of solution the problem of alternatives assessment using chosen quality criteria is Saaty’s Analytic Hierarchic Process (AHP) [1], [2] or its modification (MAHP) [3].

The essential disadvantage of AHP application is limited quantity of alternatives, which can be evaluated simultaneously (\( n \leq 7 \pm 2 \)). It is caused by the inconsistency of the matrix of pairwise comparisons which increases with the number of alternatives [2].

A. Pavlov offered the modification of AHP in [3], where weight coefficients of alternatives are estimated based on condition of minimization of inconsistency of the matrix of pairwise comparisons, what leads the initial problem to the problem of mathematical programming. Application of modified AHP for the problem of the alternative architectures of SWS assessment for large quantity of alternatives is discussed in [4], [5]. Relative assessment of alternatives is estimated on the base of expert information in these methods. If requirements to SWS are changed during current iteration of design the expert assessment and calculation of alternatives evaluations must be repeated again. Since in case of iterative SWS design technologies the processes can run on some stages of software life cycle (SWLC) at the same time on the base of certain architecture decision, then the change of this decision requires amends in few parts of the project.

The procedure of correction on the base of substitution of quality criteria of base architecture and its following optimization is offered for decreasing of required changes in the project dealt with changes of the requirements to the SWS. It will allow to make minimum changes in all parts of the project and do not exceed the project budget.

The mathematical model of correction is developed using axiomatic theory of criteria importance [6] and results of the research conducted in [7]. The problem of optimization of global quality criterion for the architecture under restrictions defined by the model of correction is determined for selection of the proper values of criteria corrections. Let discuss two cases of the global criterion: linear and nonlinear scalar convolutions. Since application of linear scalar convolution has essential restrictions [8] we suggest to discuss the usage of nonlinear scalar convolution offered in [9]. The objective function which depends on the level of “the tension of the situation” estimated by the proximity of criteria values to their restrictions is optimized there. The iteration procedure of simplex planning is used for formalizing of the process of criteria weights estimation. Obtained optimal values of the criteria corrections are used for modification of the SWS architecture.

II. THE MATHEMATICAL MODEL AND OPTIMIZATION OF THE ALTERNATIVES’ QUALITY CRITERIA CORRECTIONS

Given the set of the alternatives \( \{ A_i \} \) examined on previous iteration, and the relative assessments of the quality criteria...
values \( \{ K_i \} \) calculated for them \( (i = 1, n, s = 1, n) \), some alternative \( \{ A_j \} \) was chosen as main one. As the result of changes, it became not the best among other alternatives for some quality criteria. The problem of correction of its characteristics is formulated in order to make it the best. For this case the modification of chosen architecture decision should be made in such way that it will become the best for each criterion. We use the concept of criteria comparability \( [8] \) for development of the model of criteria correction.

The concept of comparability by substitution of criterion \( K_r \) and \( K_i \) means that for any alternative \( A_j \) the compensation on superiority of some change of criterion \( K_r \) is possible by some change of criterion \( K_i \).

Ratio between value of possible changes of criteria \( K_r \) and \( K_i \) is defined by the essence of these criteria and achieved trade-off regarding to their importance.

That is, if \( A_j^{(i)} \) is an alternative that substitutes the alternative \( A_j \) by correction of \( K_r \) and compensation of \( K_i \), then their corrected values will be equal to:

\[
\bar{K}_r = K_r - \delta_r, \quad \bar{K}_i = K_i + \delta_i, \quad \delta_i = f(r, s, K, \delta),
\]

where \( \bar{K} \) is a vector of criteria values.

Let write down relation for compensation at a substitution for the set of components of the vector \( \overrightarrow{K} \) of alternative \( A_j \) which we want to make better than \( A_j^{(i)} \):

\[
\delta \bar{K}_r = C_{r,s}^{i} \cdot \bar{K}_r, \quad r \in R^i, \quad r \in R^i
\]

where \( \delta \bar{K}_r \) is possible decreasing value of the component \( \bar{K}_r \), for increasing the component \( \bar{K}_i \);

\[ R_i(r) \] is a set of indices \( r \) for which \( \bar{K}_r > \bar{K}_r^j, \quad j = 1, n; i \neq j; \]

\[ R_i^i(r) \] is a given for the set of indices \( R_i^j(r) \) such that the components \( \bar{K}_r, r \in R_i^i \) may take part in substitution of the components \( \bar{K}_r, s \in R_i^i \);

\[ C_{r,s}^{i} \] are chosen coefficients of proportionality.

The components of the vector \( \bar{K}_r \) after substitution are estimated as follows:

\[
\bar{K}_r = K_r - \sum_{r \in R_i^j(r)} C_{r,s}^{i} \cdot \delta \bar{K}_r, \quad r \in R_i^i;
\]

\[
\bar{K}_i = K_i + \sum_{r \in R_i^j(r)} \delta \bar{K}_r, \quad r \in s, \quad s \in R_i^i, \quad r \in R_i^i(r).
\]

The values of the correction of criteria \( \delta \bar{K}_r \) are estimated under condition of optimization of global architecture quality criterion. Let consider first the linear scalar convolution as such criterion:

\[
Y(A_i) = \sum_{j=1}^{m} \alpha_j \cdot K_j(A_i),
\]

where \( \alpha_j \) are weight indices of criteria.

Mathematical models of the optimization problems depend on the decision-making strategy. For Pareto-optimal strategy the optimization model taking into consideration (3) will be as follows:

\[
\max Y(A_i)
\]

under restrictions:

\[
d_i, d_s \geq 0, \quad r \in R^i, \quad s \in R^i \]

\[
\bar{K}_r - \sum_{r \in R^i} \delta \bar{K}_r \geq \max \{ \delta \bar{K}_r \} + d_i, \quad i \in 1, n; i \neq j, \quad r \in R^i
\]

\[
\bar{K}_r + \sum_{r \in R^i} \delta \bar{K}_r \geq \max \{ \delta \bar{K}_r \} + d_i, \quad i \in 1, n, \quad i \neq j, \quad r \in R^i, \quad r_s = s,
\]

\[
\forall r, s \in R^i(r)
\]

\[
\sum_{r \in R^i(r)} \delta \bar{K}_r \leq b_{k_i}, \quad j \neq i, \quad r \in R^j, \quad r_s = s.
\]

Here \( \delta \bar{K}_r \), \( s \). \( d_i, i = 1, n \) are given coefficients estimated from the essence of each criterion, moreover \( d_i \geq 0, i = 1, n \).

We can estimate the values of the corrections for the criteria \( \delta \bar{K}_r \) after solving the problem of linear programming (5), (6).

Linear scalar convolution of criteria (5) is chosen usually as global criterion. But as it was mentioned earlier obtained solution may be non-optimal when such criterion will be used.

Selection of criterial function must be made accounting of specificity of the problem, the principle that the decision maker (DM) is guided and accepted schema of trade-offs.

Let’s select nonlinear criterial function following the principle “far from restrictions”:

\[
y(A_i) = \sum_{j=1}^{m} \alpha_j \left(1 - K_j(A_i)\right)^{2}, \quad i = 1, n.
\]

Here \( K_j(A_i) = K_j / B_j \), \( B_j \) is a restriction for \( K_j \).

This function is nonlinear regarding to quality criteria. In case when some criteria values will approach to limit of restrictions the minimax model will be accepted for decision making:

\[
A_{opt} = \arg \min_{A \in A} \max_{j=1,m} K_j(A_i).
\]
For cases when criteria values are far from restrictions the model of integration optimality will be realized:

\[ A_{opt} = \arg \min_{A_i \in \mathcal{A}} \sum_{j=1}^{n} \alpha_j \left(1 - K_j(A_i)\right)^{1} . \quad (9) \]

If there are both criteria for minimization and maximization so the integral quality criterion of the selected architecture will be represented as follows:

\[ Q(A_i) = \sum_{j \in I_1} \alpha_j \left(1 - K_j(A_i)\right)^{1} + \sum_{j \in I_2} \alpha_j \left(1 - K_j(A_i)\right)^{1} , \quad i = 1, n, \]

where \( L_1 \) is a set of criteria indices for minimization; \( L_2 \) is a set of criteria indices for maximization.

The values of \( \alpha_j \) have to be estimated for making optimal decision of the problem of architecture selection based on the set of quality criteria according to Pareto. The method of simplex planning [8] is used for choosing and correction the weights values \( \alpha_j \).

Now we can solve the problem of mathematical programming with nonlinear criterial function and linear restrictions (6) by substitution the criterion (7) into the expression (5).

III. CASE STUDY FOR THE METHOD

Let’s apply the correction method in the problem described in [6] where selection of the architecture for distributed software system is done for managing of common work of few developer teams. Most important requirements were scalability, secure access for all project team members to the database and some other. Assessments of some alternatives represented by the project participants are shown in the Table I.

<table>
<thead>
<tr>
<th>Quality attributes (criteria)</th>
<th>Alternatives</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>THTJ (( A_1 ))</td>
</tr>
<tr>
<td>1 Modifiability (( K_1 ))</td>
<td>0.521</td>
</tr>
<tr>
<td>2 Scalability (( K_2 ))</td>
<td>0.453</td>
</tr>
<tr>
<td>3 Performance (( K_3 ))</td>
<td>0.201</td>
</tr>
<tr>
<td>4 Cost (( K_4 ))</td>
<td>0.166</td>
</tr>
<tr>
<td>5 Development effort (( K_5 ))</td>
<td>0.500</td>
</tr>
<tr>
<td>6 Portability (( K_6 ))</td>
<td>0.268</td>
</tr>
</tbody>
</table>
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Here following alternatives are investigated: THTJ – three-tiered architecture on the base of J2EE platform, THTD – three-tiered architecture on the base of .NET platform, TWOT – two-tiered architecture with “fat” client, COAB – the architecture with distributed agent support.

Based on data analysis from Table I we select the most acceptable for correction and selection alternative THTJ. As we can see from the Table I this alternative THTJ surpasses all other on criteria \( K_1 \), \( K_2 \), \( K_3 \) and it is not the best on criteria \( K_4 \) and \( K_5 \). We need to correct assessments of the alternative \( A_i \) such that for each criterion it will become not worse than three other architectures and it would be better on some criteria.

Here the set \( R'_j \rightarrow \{ \forall i \in L_1, K'_i > K'_j, i \neq j \} \) and correspondently \( R''_j = \{3;4\} \). The criterion \( K_6 \) does not take part in the substitution. The problem is to use decreasing assessments on 1st, 2nd and 5th criteria to increase assessments on 3rd and 4th but they must stay not worse that for three other alternatives. Since maximum assessment on 1st criterion of second, third and fourth alternatives is 0,210, on 2nd criterion 0,350, and on 5th criterion is 0,40 so these restrictions look as follows:

\[ 0,521 - (\delta K_{13} + \delta K_{14}) \geq 0,210 + y; \]
\[ 0,450 - (\delta K_{23} + \delta K_{24}) \geq 0,350 + 0,8 \cdot y; \]
\[ 0,5 - (\delta K_{33} + \delta K_{34}) \geq 0,4 + 0,8 \cdot y. \]

The restrictions where the assessments of third and fourth criteria that are under correction would be not worse than for three other alternatives look like following:

\[ 0,201 + (1,6 \cdot \delta K_{13} + 1,25 \delta K_{23} + 1,3 \cdot \delta K_{33}) \geq 0,347 + 0,5 \cdot y; \]
\[ 0,166 + (2,5 \cdot \delta K_{14} + 1,1 \cdot \delta K_{24} + 2 \cdot \delta K_{34}) \geq 0,427 + 0,6 \cdot y. \]

The coefficients of substitution \( C_{ij}^{\alpha_m} \) are introduced by experts on the base of criteria importance.

The restrictions on maximum change of first, second and fifth criteria are following:

\[ \delta K_{13} + \delta K_{14} \leq 0,3; \]
\[ \delta K_{23} + \delta K_{24} \leq 0,1; \]
\[ \delta K_{33} + \delta K_{34} \leq 0,1. \]

As the result of the solution of the problem of optimization with stated restrictions we will obtain:

\[ \delta K_{13} = 0,12; \delta K_{14} = 0,18; \]
\[ \delta K_{23} = 0,04; \delta K_{24} = 0,06 \]
\[ \delta K_{33} = 0,07; \delta K_{34} = 0,03; \]
\[ y = 0,13. \]

Corrected assessments of the architectures are represented in the Table II.

The alternative \( A_i \) is now the best for all criteria except \( K_6 \) for which it is not worse than assessments of other alternatives.
### IV. CONCLUSIONS

Iterative technologies of design that used widely for development of software products aiming to decrease of development time assume parallel processes running on some stages of SWS lifecycle. Thus, change of requirements for the SWS during design process requires amends in the architecture and respectively into all components of the project. It is offered to correct values of the quality criteria of the architecture with accounting of change of requirements in order to minimize the impact of these changes on the project quality and required corrections of the project. The mathematical model is developed on the base of the method “substitution – compensation”. The problems of corrections optimization stated for the global quality criterion of SA as linear and nonlinear scalar convolutions were reduced to the problems of linear and nonlinear mathematical programming correspondently.

The example of practical applying of developed method is represented that demonstrates its capabilities.

It is planned as further researches to develop CASE tool on the base of developed models for automation of the processes of architecture corrections during projects management.
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