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Abstract—The paper deals with H/H.-approach to design of the inertially stabilized platforms operated
at vehicles of the different types including unmanned aerial ones. The formulation of the vector
optimization problem is represented. The robust optimization algorithm and results of the synthesied
system simulation are shown. Comparative analysis of the results of the parametrical optimization using
the Nelder-Mead method and genetic algorithm are given. Proposed approach ensures functioning of the
inertially stabilized platforms in the difficult conditions of real operation.
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I. INTRODUCTION

To keep an invariable orientation of the
information and measuring devices in direction of
the observation object is the complex problem if
devices are mounted at a vehicle. Control of the
device line-of-sight orientation by means of the
inertial stabilization allows solving this complex
problem. Such approach can be used for stabilization
of the usual and infra-red cameras operating at
ground and marine vehicles, aircrafts and
spacecrafts. This ensures fulfilment of different
applications such as the topographical survey and
mapping with the high resolution of the obtained
images. These possibilities could be technically
implemented by means of the inertially stabilized
platforms (ISPs) [1], [2].

The widespread application of ISPs is caused by
the last achievements in the modern instrument-
making. The progress in development of the gyro

devices, actuators and electronic units ensures
creating of the high-precision systems for
stabilization and control by orientation of

information and measuring devices mounted at the
moving platforms. Furthermore, the modern
mechanical constructions and new materials are able
to provide the better balancing, strength and rigidity.
Mechanisms with the greater rigidity have the higher
frequencies of the mechanical resonances. This
ensures the higher bandwidth of the system.
Decrease of the noise of the modern gyros, actuators
and electronic units leads to decrease vibration of
the modern inertially stabilized platforms [1].
Depending on the specification of requirements,
the ISPs are designed to point and stabilize one, two
or more axes. The most applications require two
orthogonal gimbals. However, some applications
require three orthogonal gimbals to ensure the high
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precision of the stabilization and observation
processes. But in some cases it is sufficient to carry
out stabilization by one axis only.

Although requirements for ISPs vary widely
depending on their application, they all have a
common goal, which is to hold or control the
direction of the line of sight in the inertial space.

The basic motivation of ISP development is the
real necessity of its characteristics improvement. It
should be noticed, that accuracy of the images
obtained by cameras and their resolution are
drastically improved in for last years. These high
characteristics may not be achieved without
appropriate progress of ISPs. And one of the
important problems is the necessity to provide the
possibility to operate in difficult conditions
accompanied by action of the internal and external
disturbances.

The parametric synthesis of robust systems
insensitive to both variations of parameters during
real operation and deviations of the model
parameters from its real values is one of the
widespread directions for creation of the modern
ISPs. Synthesis of such systems is grounded on
minimization of the H,,-norm of the matrix transfer
function of the closed loop system. Usage of thr H..-
norm for ISP synthesis allows ensuring resistance of
the system to external disturbances in conditions of
its parametrical uncertainty.

It is known also an approach, which is based on
minimization of the H,-norm of the matrix transfer
function of the closed loop system [3]. This norm
characterizes the accuracy of a system. Methods of
synthesis based on minimization of the H,-norm
ensure the high accuracy of the synthesized system
but it stays sensitive to both external disturbances
and plant parametrical ones.

Combination of the H,'H..-optimization allows
formulating of a problem of the synthesis of the
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stabilization system with the optimal performance
level based on the quadratic criteria for deterministic
and stochastic cases under condition of conservation
this performance level during action of parametric
disturbances [3] —[5].

II. PROBLEM STATEMENT

For the system parametric optimization it is
necessary to choose the optimization criterion taking
into consideration the various aspects of the system
functioning. Both accuracy and stability in the
presence of the internal and external disturbances are
of great importance for systems of the studied type.

For calculation of the local performance indices
of the robust stabilization systems the H, -norms are

used. It should be noted, that the H,-norms

represent the square roots from the integral quadratic
performance criteria. In the general form these
criteria look like:

— for the deterministic dynamic systems [6]

0

J; = [(x"Qx+u'Ru)dt, (1)
0

where Q, R are the weighting matrices, which take

into consideration the weights of the state variables
and the external disturbances;
— for the stochastic dynamic systems [6]
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where @ is the sensitivity function for the
deterministic case; ®, is the sensitivity function for
the stochastic case; @, 1is the complementary

sensitivity function.

The local components of the global criterion (5)
are conflicting. The problem of the H,/H..-
optimization for the vector of the optimized
parameters K looks like
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where M is the symbol of the mathematical
expectation.

For calculation of the stabilization systems
robustness criteria the H, -norm of the closed loop
system complementary sensitivity matrix function
@, (jo) is used [4]

H, = sup &(jo), 3)

me[—00,0]

where ¢ is the maximum singular value of the
closed loop system complementary sensitivity
matrix transfer function @, (jo).

The functionG(jm) in (3) is called the singular
characteristic of the multi-dimensional system

5(jo) = max \Jeig ® (jo)®(jw),  (4)

i€l,...,n Yoe[—w0,x]

where eig means operation of the eigenvalues
determination. The H, -norm characterizes the upper
boundary of the system singular
characteristic maximum value.

Based on researches [5], [7] the criterion of the
studied system the H,/H,-optimization may be

represented in the following form

frequency

Jm, = deﬁz +AJy +A I +PE, (5)

where A, A, A, are the weighting coefficients; PF
is the penalty function.
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where D 1is the stability region in the space of
designed parameters; P(s) is the transfer function of

the controller; W(s) is the transfer function of the

plant.

Requirements to control accuracy and robustness
are conflicting. Therefore the problem of the robust
H,'H..-optimization lies in searching a compromise
between accuracy and robustness of the system. This
compromise may be achieved by means of the
vector criterion with the changeable weighting
coefficients in the optimization criterion (5). Such
approach allows decreasing or increasing of a
measure of the accuracy and robustness depending
on analysis of the system characteristics.
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The structural schemes of the deterministic and
stochastic stabilization systems are represented in
Fig. 1.
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Fig. 1. The deterministic (a) and stochastic (b)
stabilization systems: SP is the stabilized plant; C is the
controller; FF is the forming filter; WNG is the white
noise generator; d is the input (command) signal; z is
the observation signal; u is the control signal; y is the
output signal; n is the white noise; g is the disturbance

The main stochastic disturbance, which
influences on unmanned aerial vehicle (UAV), is the
turbulent wind. The standard mathematical
description of this disturbance may be obtained by
means of Dryden model. In this case, the
longitudinal, vertical and lateral components of the
wind speed may be represented as stationary random
processes with the spectral densities [8]
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where L,, L,, L, are appropriate scales of the

turbulence; ¥V, is the constant flight speed;
c,,0,,0, are variances of the wind speed
components.

To simulate the influence of disturbances on the
studied system it is necessary to obtain the transfer

function of the forming filter, which converts the
white noise at its input into a random process with
the given spectral density. For forming filters
determination Dryden models may be used [8].
Usage of the vector criterion (5) for the robust
parametrical optimization of the studied system
allows obtaining solution, which will ensure the
optimal compromise between the requirements to
the accuracy and robustness of the system. Such
approach to the optimization problem solution is
called multi-objective, as it allows finding the
compromise between the conflicting objectives

[4], [5]-
[1I. MATHEMATICAL DESCRIPTION OF SYSTEM

As a rule the motor and the stabilization plant are
combined with each other by the elastic connection.
Taking into consideration the experience of mathe-
matical description development for stabilization
systems, operated at vehicles of another type [9], the
generalized model of the stabilization plant and
motor (on example of one channel) may be
represented in the following form
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where J_ is the moment of the motor inertia; ¢ _ is
is the moment of

i

an angle of the motor turn; M,
the dry friction of the motor; ¢,
the load moment at the motor shaft; R

is the constant of
is the

resistance of the motor armature winding; U is the
voltage of the motor armature circuit; J is the

moment of the platform inertia; ¢, is an angle of the

platform turn; M__ is the moment of the dry

fr.p

friction at platform bearings; M. . is the moment of

imb
the platform imbalance; ¢, is the rigidity of elastic
connection between the motor and a base, on which
the plant is mounted; U_, is the voltage at the

controller output; ¢, is the coefficient of propor-

tionality between the motor angular rate and the
electromotive force; 7 is the time constant of the

arm

motor armature circuit; &, , is the rate gyro transfer
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constant; k, is the gain of the proportional part of

the PI-controller; 7, is the integrator time constant
of the integrating part of the Pl-controller; k. is

the amplifier gain; U____ is the reference voltage.

Choice of the Pl-controller is carried out in
accordance with recommendations represented in [1].

Non-linear moments of the dry friction may be
approximated by the linear dependences, in which
the approximation coefficients may be determined as
a ratio of the friction moment first harmonic
amplitude to the angular rate amplitude [10]. In this
case the relationships for determination of the
friction moments

M, =M;gsigno,, M, =M signg,,

may be defined by the linear dependences
M, = f.0,, M, =fi¢,. Coefficients f; ., f
will  be  defined by the  expressions

Sip =4M (7)), fr, =4M .,/ (nQ,) [10].

If the non-contact moment gearless drive is used,
¢, in the model (8) will be believed equal to 1.

frm

The model may be transformed to the model in
the state space after introducing new variables and
reduction of an order of the set of the equations (8).
In this case, vectors of state, control, observation and
matrices of the control, observation, state become
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Restrictions of signals by level are widely used in
the real apparatus. This corresponds to non-linear
characteristic with saturation. Linearization of the
model in this aspect is implemented by choice of the
range and signal level.

IV. CHARACTERISTIC OF GENETIC ALGORITHM

Imitation methods of research became widely
spread in areas of control and began to be
widespread for parametrical problems solution [11].
Now numerical optimization algorithms gradually
replace the classical approaching methods of optimal
parameters determination.

The experience in control algorithms research
showed that optimization problems for simple
control systems as a rule have one extremum.
However, for complex control systems the presence
of the bigger number of local extremes is more
typical.

There are analytical and numerical algorithms for
solution the one-extreme optimization problems.
One of such algorithms is a simplex-method based
on Nelder—-Mead [12] deformable polyhedron.

The wuniversal program realization of this
algorithm is presented in work [13]. In addition,
there are examples of its usage for different
problems solution, including the parametrical
optimization.

Nelder-Mead method [14] is used for
minimization of the multivariable objective function,
when other methods, for example, method of the
gold section or the quadratic approximation can not
be used. The algorithm of Nelder-Mead method in
MatLab system is implemented by the function
Nelder. For the multidimensional case (n >2) this
algorithm may be repeated for every optimization
sub-plane, as it is implemented by means of function
opt_Nelder. Usually, in practical situations the
function fminsearch is used, which allows
minimization of the multi-variable objective
function. The single-extreme optimization methods
does not guarantee the solution optimality, therefore
the necessity to use the global optimization methods
is arisen.

Today the most preferable multi-parametric and
multi-extreme optimization methods are considered
to be the genetic algorithms. They implement the
evolution theory postulates and the animal and plant
selection experience. The optimal solution search
strategy in genetic algorithms is based on selection
hypothesis. Genetic algorithms represent the
elementary models of the individual evolution
process in nature. If we assume that every individual
of a population is a point at an optimization problem
coordinate space, the process of evolution in such a
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case is the motion of those points to the objective
function optimal values. Just as the way the
organism’s inheritance information is presented in
chromosomes in form of four-nucleotide different
combinations linear sequence (A — adenine; C —
cytosine; T — thymine; G — guanine), in genetic
algorithm the variable vectors are also written in
symbol chain form, using bi-, tri-, tetra-literal
alphabet [5]. The chromosomal information
representation allows using such genetic operators as
crossover, mutation, and inversion.

The genetic operators are the simplified form of
inheritance transfer. In nature they provide the
evolution process and in genetic optimization
algorithms — the coordinate points motion in
direction to optimal value of an objective function.

V. ALGORITHM OF H,/H,-OPTIMIZATION

Algorithm of the robust parametrical H,H,-
optimization includes the following steps:

— creation of the full mathematical description of
the system for stabilization of the information and
measuring devices operated at vehicles, which
maximally takes into consideration all the non-
linearities inherent to the system;

— creation of the appropriate
mathematical model in the state space;

— forming the appropriate objective and penalty
functions;

— creation of the procedure, which allows to
simulate the external disturbances typical for
vehicles operation, for example, using Dryden
models in the case of UAVs;

— choice of the optimization method (Nelder—
Mead method or genetic algorithm);

— creation of calculating procedures for
parametrical synthesis execution based on the
modern automated means for the optimal synthesis
of the control systems (Control System and Robust
Control Toolboxes of the system MATLAB);

— simulation and analysis of the obtained results;

— solution about termination of the parametrical
synthesis or repetition of optimization procedures
with the new initial data or weighting coefficients.

For creation of the calculating procedures for the
robust system synthesis it is convenient to use the
models in the state space. These models are
characterized by the following important advantages
[16]:

— transfer functions of models of the type “input—
output” deal with the zero initial conditions only;

— a model in the form of the transfer function
does not describe the behaviour of the system
internal parameters, in particular, non-observable
and non-controllable modes;

linearized

— the mathematical model in the state space is
more convenient for the mathematical description of
the multi-dimensional and non-linear systems;

— presence of models in the state space allows to
use the automated means of the optimal control
systems in the most rational way;

— the mathematical description in the state space
may be widen on the non-stationary and non-linear
systems.

The process of the problem solution represents a
procedure of the multiple minimization of the
criterion (5) by one of the known methods. The
genetic algorithm may be used as such method. The
advantage of the genetic algorithm lies in the
possibility to find the global minimum in every
concrete case.

For a system of the studied type it is expedient to
use the transient process quality indices as the
boundary conditions, which must be satisfied in any
case, by means of their use in the penalty function.
For systems of the studied type such characteristics
as overshoot and regulation time are of great
importance.

A type of the transients depends on the
distribution of zeros and poles. The stabilization
quality depends on the mutual location of zeros and
poles of the disturbance representation. This defines
the certain requirements to the distribution of the
closed loop system transfer function poles. So, some
arca may be defined at the complex plane of the
closed loop system poles location, which will satisfy
the requirements to the system variability and speed
of operation.

VI. RESULTS OF ROBUST PARAMETRICAL
OPTIMIZATION

So, for the considered problem it is convenient to
apply the genetic algorithm realized in MatLab
Optimization Toolbox. The optimization criterion
remains the same and is described by the expression
(5). Unlike Nelder—Mead method, where the starting
point is set, in genetic algorithm a number of
variables and the initial and final values of every
variable must be defined. The genetic algorithm
program software also has other parameters, which
are intended to modify it for the certain problem.

Doing the optimization by means of the genetic
algorithm it is expedient to mention that this
algorithm is universal, as it does not impose
constraints for the criterion function of the definite
type.

Otherwise, there are such situations, when it is
necessary to terminate the algorithm due to such
reasons:

— achievement of certain number of populations;
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— evolution time expiration;

— population convergence.

First two criteria depend on the type of a
problem, and sometimes there occurs a situation,
when the algorithm could not find the function
extreme or when the obtained after some number of
populations results do not satisfy the given
requirements. Under the population convergence one
means that neither crossover nor mutation operations
make the change into algorithm result during a few
populations creation. Such a situation takes place
either when reaching a region, at which the objective
function does not change its value, or when the
population falls into local extreme zone.

Results of the vector robust optimization are
represented in Tables I, II. In Table I the optimal
values of the stabilization law coefficients are given.

Table II includes such performances of the
optimized system as norms, margins by the
amplitude and the phase.

TABLE |

OPTIMIZED PARAMETERS OF THE STABILIZATION SYSTEM

kamp kg ]: > S
10.234 5.21 0.001
TABLE I1

PERFORMANCES OF THE OPTIMIZED SYSTEM

Parameters Gen e.:tic Nelder—Mead
Algorithm Method

H, -norm 0.207 0.399

H,, -norm 0.632 0.793

Settling time (s) 0.59 0.727

Oscillation 3.5 2.91
factor

Number of 3 3
oscillations

Delay time (s) 0.0542 0.0543

Rise time (s) 0.0315 0.0314

AA4 ,dB 61.1 59.4

Ap ,deg 91.5 91.1

Results of the synthesized system simulation are
represented in Figs 2, 3, where the step and impulse
response plots are represented.

Analysis of results represented in Figs 2, 3 shows
that using of the genetic algorithm in H,/H, -
optimization procedure is more preferable, as the
transient process provides motion to the equilibrium
point more quickly and smoothly in comparison with
Nelder—Mead method.

Confidence of the H, / H_ -optimization results is
based on the principle of the guaranteed result [17],
which does not depend on the spectral properties of

the external disturbance and depends on its H_ -
norms only

[e@ws),
— <
sl

where ®(s) is the closed loop system matrix transfer

9

function; w(s) is the Laplace transformation of the
disturbance signal; y is a small number.
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Fig. 2. Step responses of the optimal system obtained by
means of Nelder—Mead method and genetic algorithm
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Fig. 3. Impulse responses of the optimal system obtained
by means of Nelder—Mead method and genetic algorithm

Such approach is widely used in the practice of
the robust systems design.

VII. CONCLUSIONS

The mathematical description (7), (8) of the
system assigned for stabilization of information and
measuring devices operated at UAV in difficult
conditions under turbulent wind action s
represented.
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H,/H_-approach to design of the system

assigned for stabilization of observation devices
operated at vehicles is suggested.

The algorithm of the vector robust parametrical
optimization for the studied system is represented.

Comparative analysis of application in the
optimization procedure of the Nelder—Mead method
and genetic algorithm is given.

Results of the vector robust optimization and
simulation of the synthesized system are given, that
proves the requirements given to the transients of the
studied system.
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O. A. Cymienko, O. B. lllnpoxnii. H,/H..-onTumi3zanis inepuianbHux cradizizoBaHnx miatdopm

Crartio npucBsyeHo H,/H.-minxony g0 mpoekTyBaHHS iHEpIiadbHUX CTa0lTi30BaHUX IaT(opM, 10 QYHKIIOHYIOTh
Ha PYXOMHX O0’€KTaX pI3HHUX THIIB, BKIIOYAIOYM OC3MUIOTHI JiTanpHI amapatu. IlpencramieHo ¢opmalizoBaHy
MIOCTAHOBKY MpoOJieMH BEKTOPHOI onTuMizarii. Hamano anroputM podactHOI onTuMizaliii ta pe3yabTaTH MOJICTIOBAHHS
CHHTE30BaHOI cucTeMu. [IpeicTaBiieHO MOPIBHJIBHUI aHalli3 Pe3yJabTaTiB MOJEIIOBAHHS CHCTEM, CHHTE30BaHHUX 32
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Jornomororo Merony Henmepa Mija Ta reHETUYHOTO arOpUTMy. 3alIpOIIOHOBAHMH IMi/IXiJ 3a0e31euye (yHKI[OHYBaHHSI
iHEepIiaJbHUX CTA0UII30BaHKX IUIATPOPM B CKIIAJJHUX YMOBAX PeasIbHOI eKCILTyaTallii.

Karouosi cmoBa: Hy/H.-minxin; mapamerpuyHuii CHHTE3; poOAcTHI CHCTEMH, BEKTOpHA ONTHUMI3allis; T'CHCTUYHUN
AITOPUTM.
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O. A. Cymienko, A. B. llupoknii. H,/H,-onTuMu3anus HHepUHMaJbHbIX CTA0NIH3UPOBAHHBIX IUIAT(OPM

Cratbs mocssimeHa H,/H,.-moixoay K NMPOEKTUPOBAHUIO WHEPLUHUAIBHBIX CTa0MIM3MPOBAHHBIX IUIAT(OPM, KOTOpBIE
(YHKIIMOHUPYIOT HA TOABIKHBIX OOBEKTaX pa3HBIX THUIOB, BKJIIOYAs OECIMIOTHBIE JIETAaTEIbHBbIC amIapaThl.
[IpencraBnena ¢gopmanr3oBaHHAs MOCTAHOBKA MPOOJIEMbI BEKTOPHOM ONTHMHU3aIuio. [loka3aHsl alroput™ podacTHON
ONTUMU3ALMHY M PE3YIbTaThl MOJEIUPOBAHMS CHHTE3UPOBAHHOM cucTembl. [IpencraBieH CpaBHHUTEIBbHBIM aHaIN3
Pe3yabTaTOB MOAEIMPOBAHUS CUCTEM, CHHTE3UPOBAHHBIX C UCIOIb30BaHUeM MeToaa Hennepa—Muaa u reHeTH4ecKoro
anroputMa. [lpemnokeHHBIH moOAX0J obOecrieyrBaeT (YHKIMOHUPOBAHWE WHEPUUAIBHBIX CTaOMIM3UPOBAHHBIX
TUIATGOPM B CIIOKHBIX YCIOBUSX PEANBLHOM HKCILTYaTaI|H.

Karwuessie cnoBa: H,/H.-noaxon; mapamerpuueckuil CHHTE3; pOOACTHBIE CHUCTEMBI; BEKTOpHAs ONTHMU3AIIS;
TeHEeTHUYECKUI aJlTOpUTM.
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